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Abstract

SENSING AIR POLLUTION FIELD STRUCTURE IN THE INDUSTRIAL CITY’S ATMOSPHERE
BY IMAGE RECOGNITION METHOD: NEURAL NETWORKS MODELLING

A. V. Glushkov, Yu. Ya. Bunyakova, G. P. Prepelitsa and T. V. Solonko

A new approach, based on the image recognition method and neural networks modelling
scheme, is at first proposed for sensing temporal and spatial structure of the air pollution fields in
the industrial city’s atmosphere. As example it has been carried out an analysis of the Odessa
atmosphere aerosol component data.
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AHoTauisn

JETEKTYBAHHS CTPYKTYPU I1OJIAA BABPYIHEHHA ATMOC®EPU ITPOMUCTIOBOT'O
MICTA HA OCHOBI METO1Y PO3II3HABAHHS OBPA3IB: HEIPOMEPEKEBE
MOJAEJIIOBAHHS

O. B. I'nywxos, 10. A. Bynaxosa, I. I1. IIpeneauya, T. B. Conronxo

3anponoHOBaHO HOBM MIiAXIJ 0 JETCKTYBAHHS MMPOCTOPOBO-YACOBOI CTPYKTYPH TIOJIIB 3a-
OpyJTHEHHS MOBITPS B aTMOcdepi IPOMUCIOBOIO MicTa, SIKUI 0a3yeThCs HA METOII PO3Mi3HABAH-
Hs1 00pa3iB Ta HelipoMepekeBOMYy MojietoBaHHI. CXeMy MPOTECTOBAHO HA JaHUX IO aepO30Jib-
HoMYy iy B atMochepi M. Omeccu.

KarouoBi ciioBa: neTekTyBaHHS, 3a0pyIHEHHS MOBITPS, TPOMUCIOBE MICTO, PO3TMi3HABAHHS
o0pa3iB, HelipoMepexkeBe MOICTIOBAHHS.

AHHOTAIUA

JAETEKTUPOBAHUE CTPYKTYPBI ITOJIA 3ATPASHEHUA ATMOC®EPHI
MNMPOMBIILLVIEHHOTI'O 'OPOJA HA OCHOBE METOJIA PACITO3HABAHUSA OBPA30OB:
HEMPOCETEBOE MOJIEJIUPOBAHUE

A. B. I'nywxos, IO. A. Byuakosa, I. I1. Ilpeneauua, T. B. Cononko

[TpennokeH HOBBIM MOAXOA K JETEKTHPOBAHUIO MPOCTPAHCTBEHHO-BPEMEHHOW CTPYKTYPBI
MOJIEH 3arpsI3HEHUS BO3/IyXa B aTMOC(epe MPOMBIIIUIEHHOTO TopoAa, 0a3UpyIONIHiics Ha METO/Ie
pacrio3HaBaHusl 00pa30B M HEHpPOCeTeBOM MoIeTupoBaHny. Cxema MpOTeCTUPOBAaHA HA JAHHBIX
MO a9PO30JIBHBIM B3BecsIM B aTMocdepe r. Omeccsl.

KiroueBbie ciioBa: JACTCKTUPOBAHUEC, 3arpsA3HCHUE BO3ayXaA, HpOMBIH.U'IGHHbeI ropoa, pacro3s-
HaBaHHUC o6pa30B, HCprOCCTeBOC MOJCINPOBAHHC
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1. Introduction

One of the actual problems of modern atmos-
phere and environmental physics is carrying out
new, effective schemes for sensing air pollution
field structure in atmosphere in general and atmos-
phere of industrial cities in particular (c. f. [1-18]). A
great number of different experimental methods are
used in studying the atmosphere pollution. Besides
standard physical-chemical analysis, in last years a
great interest attracts using laser emission analysis
schemes. They are based on using different linear
and non-linear optical phenomena. In particular, an
effect of the low threshold laser clamp on the solid
ingredients of the disperse medium [1,2]. This effect
is technically realized in real atmosphere on the dis-
tances of hundred meters from emitter. Generating
the optical emission spectra, electric and magnetic
pulses and also acoustical emission follows the dis-
tant laser clamp. Within scheme of the distant spec-
tral chemical analysis laser source must provide
evaporation of the aerosol component (soil particles,
products of the metallurgical and other productions,
organic substances etc.) and exciting intensive emis-
sion spectra in the corresponding vapours simultane-
ously. Here it is arisen a class of tasks, connected
with studying the key features of the corresponding
aerosol components. In last years it has been shown
that the aerosol particles are created in many natural
processes (coagulation of smoke particles, clusters
in the clouds, etc.) and possessed by the fractal struc-
ture (c. f. [2-15]). Papers [15-18] have been devoted
to development of new, effective theoretically opti-
mal technological schemes for sensing temporal and
spatial structure of the air pollution fields in the in-
dustrial city’s atmosphere and creation of the corre-
sponding laser emission analysis methodises. In par-
ticular, it has been developed a new theoretical, so
called correlation dimension method to sensing tem-
poral and spatial structure of the air pollution fields
in the industrial city’s atmosphere and applied to an
analysis of the Odessa atmosphere aerosol compo-
nent data. On the basis of the correlation dimension
approach to empirical data we have discovered the
effects of stochasticity and fractal features in the
dusty air pollution field structure. A discovery of the
fractal properties and chaotic dynamics features in
the air pollution field structure for industrial city
[15,18] opens new possibilities for developing new
effective methodises to make sensing the cited field
structure. First of all, these possibilities are provided
by availability new methods of analysis and model-

ling the complex, non-linear dynamical systems.
Speech is about the image recognition method and
neural networks modelling schemes [3.4]. In this pa-
per a new approach, based on the image recognition
method and neural networks modelling scheme, is at
first proposed for sensing temporal and spatial struc-
ture of the air pollution fields in the industrial city’s
atmosphere. As example it has been carried out an
analysis of the Odessa atmosphere aerosol compo-
nent data (spatial distribution).

2. Image recognition method and meural
networks modelling scheme

The model, based on neural network [4], has
been worked out to forecast the air pollution fields
in the industrial city’s atmosphere in space and
time. The model has been tested on the measured
and compilated data on the dusty concentration
(2000-2002 years), obtained and described in ref.
[19]. This product provides maps of maximum val-
ues of the dusty concentration projection upon the
horizontal surface in the range of about 40km? with
spatial resolution 0,2x0,2km. The input data ap-
plied to the model has consisted of sequences of N
consecutive images with 15 min. time step. The
forecast has been calculated for the next 15 min-
utes.

The neural network (NN) is a feed-forward non-
linear three-layer learning network, consisting of in-
put, hidden and output layers (c. f. [4,5]). In ref. [5]
the same neural networks scheme has been used in
modelling precipitation intensity fields. Each layer
is composed of n, nodes and consecutive layers (k-1
and k) are interconnected by arrays of weights (wi’j 5).
At first the neural network is trained on a large sam-
ple of representative data. Training is to optimise
weights on the basis of the error between the expect-
ed and calculated outputs. It is conducted with back
propagation algorithm on N+1-element sequences of
radar images. The rainfall values in all n, pixels of
the whole radar maps sequence constitute the input
vector y’.

Table 1.
Data vectors applied in the model
Layers Denitation Range Size
1" input layer v i=1,...,ny | ny=nx100
2" hidden layer y;! i=1,...n; | 1n,=300
3 output layer v i=1,...,n; | n,=1x100
Expected output i i=1,...,n; | n;=1x100

25



Sensor Electronics and Microsystem Technologies. 2/2005

The vector y, ? is transformed into the vector y, "
(hidden layer), which in turn is transformed into the
output vector y?. Both transformations are per-
formed using arrays of weights w,-’f ; according to the
following formula

n—l1
yr :f{Zijyf_] +wio}i=1,...n; k=1,....2; (1)
=

In the above formula the function f is so-called
transfer function; we use sigmoid function:

F=1/[1+x"P] 2)

Here b(D) is sigmoid transfer function parame-
ter, which requires optimisation; D is a fractal di-
mension (c. f. [18]). In figure 2 a qualitative shape
of response function for direct propagation (curve
1) of the patterns chain (massive of values of the air
pollution concentration) and for reverse propaga-
tion (curve 2) is presented. They are close to func-
tion, which is corresponding to derivative of the re-
sponse function. Such a choice provides an optimal
realization of the leaning process for neural net-
work. From mathematical point of view the neural
network leaning process is multi-parameter task of
the non-linear optimization. The referent process is
in choice of optimized values of matrix elements
for given topology of links between neurons. A reg-
ular output vector is formed on output for introduc-
tion of input vector from training pattern chain to
neural network (i. e. output vector practically coin-
cides with expected sample vector and further
process of leaning is finished). It should be noted
that a method of reverse mistake propagation is in
fact a generalization of the non-linear squares ap-
proach to multi-layers neural network (see detailed
description in ref. [4]).

A

Output
intensity

=

Fig. 1. The response function of neuron in the neural
network: 1 — response for direct propagation of the
patterns chain (massive of values of the air pollution
concentration); 2 — for reverse propagation; [-—out-
put intensity of data
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The output vector y.* constitutes the result of
model process, i. e. now casting of (N+1)st element
in the radar images sequence. It is compared with the
expected real values from the time the forecast is
prepared for. Thus it is possible to calculate the er-
ror: e’=y -y’ i=1,...,n;

On the basis of these errors the corrections for all
weights between hidden and output layers are calcu-
lated as follows:

2

szj :azef(l—yf)yi y;, i=1,...,n;j=1,....,n;

where o is the layer learning factor. Next the errors
e} and corrected weights w,-’f ; are propagated back-
wards in order to calculate errors of previous layer:

e =(1/m)Y ew, i=1,...n;
j=l1

Finally by analogy the corrections for all weights
between input and hidden layers are computed. The
training is conducted until either the defined number
of iterations is performed or desired accuracy is
reached. When the training is finished, the forecasts
for 15 minutes ahead (N+1 st elements) are carried
out on the basis of N-element sequences applying
the known weights. The quality of neural network is
checked on both dependent (included in training
sample) and independent (not included in training
sample) data.

3. Results of modelling and conclusion

As usually [4,5], at first stage of modelling
some attempts of model training with different in-
puts were carried out. In the first attempt 25 se-
quences of N=2 images (the dusty concentration
level) with spatial resolution 0,2 x 0,2 km were ap-
plied as input. After training was complete, model
quality was checked on independent data. As a re-
sult the forecast, which was carried out, was not
extrapolation of images, but in fact resembled the
sum of all images used as training sample. Further
there were the attempts consisted in radical limita-
tion on amount of data in input with simultaneous
increase in values of other parameters (number of
iterations, size of hidden layer, stochasticity level,
training sample etc). Next tests, aiming at checking
recognition of movements, were conducted. Train-
ing sample consisted of 38 sequences of N=2 artifi-
cially generated images with 40x40 pixels. Neural
network parameters: size of hidden layer and
number of iteration was increased to 3,000 and
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10,000 respectively. Tests resulted in quite good
forecast in terms of extrapolation of spot position
in N+1 st image. It indicated that in this case model
was capable of learning spot movement. Taking the
previous results into account attempts of applying
simplified real images as input were made. Model
parameters were set as in attempt with simplified
artificial images. After training, the model quality
was checked on both dependent and independent
data. The forecast, calculated on events included in
the training process, seemed to be quite correct.
However in the case of independent data model did

not perform well in terms of movement recognition
and changes in shape and intensity of spots. Thus a
size of training sample was increased to 75 se-
quences. The training process was repeated. Model
was tested on a series of events not included in the
training sample to check the model quality. The
forecasts of the changes in both intensity and shape
of the dusty distribution were rather not satisfacto-
ry, but in the most cases the dusty picture spot
movement was extrapolated quite well. One per-
formance of the model on the independent data is
shown in Fig. 2.

Real images sequence (calibrated data) for time

Forecasts for time t+15

underleamt

Fig. 2. Model performance on simplified real images

So, we at first developed a new approach to sens-
ing temporal and spatial structure of the air pollution
fields in the industrial city’s atmosphere, based on
the image recognition method and neural networks
modelling scheme. Surely, to reach more high level
of reproduction and forecast of the dust pollution
field evolution in space and time, additional at-
tempts are needed. Nevertheless, preliminary, per-
formed neural networks modelling and analysis of
the Odessa atmosphere dusty pollution filed struc-
ture and possible evolution indicates on the great
perspectives of this direction in the atmosphere
monitoring of industrial cities and, in general, in
physics of environment, meteorology, hydrology
and other sciences (c. f. [3-5]).

well-learmt
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