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Abstract. For the first time we present the results of computational analysis and modelling the
atmospheric radon *Rn concentration temporal dynamics using the data of the Chester surface
observations of the Environmental Measurements Laboratory (USA Dept. of Energy). A chaotic
behaviour has been discovered and in details investigated by using nonlinear methods of the chaos and
dynamical systems theories. To reconstruct the corresponding strange chaotic attractor, the time delay
and embedding dimension are computed. The former is determined by the methods of autocorrelation
function and average mutual information, and the latter is calculated by means of correlation dimension
method and algorithm of false nearest neighbours. The topological and dynamical invariants for the
observed time series of the Rn concentrations are computed..
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JTETEKTYBAHHS TA AHAJII3 XAOTHYHHNX ®JIYKTYAIII KOHIEHTPAIII
PAJIOAKTUBHOI'O PAIOHY B ATMOC®EPHOMY CEPEJOBHUIII

0. 10. Xeyeniyc, O. B. I'nywkos, C. M. Cmenanenxo, A. A. Ceunapenxo, IO. A. Bynaxosa,
B. B. Byaoorcu

AHoTauisi. Mu Briepiie npecTaBisieMo pe3yJabTaTi aHallizy Ta MOJCIIOBAHHS YaCcOBOI AMHAMIKA
KOHIIEHTpAIlii pagoHy B arMocdepi *Rn, BUKOpHCTOBYIOUM JaHi YecTep MOBEPXHEBHUX CIIOCTEpE-
xeHb B Environmental Measurements Laboratory (USA Dept. of Energy). Busineni enementu xa-
OTHYHOI TMHAMIKM Ha OCHOBI 3aCTOCYBAaHHS HENIHITHUX METO/IIB TEOPii Xaocy Ta TUHAMIYHUX CHC-
TeM. [ peKOHCTPYKIIii BiAMIOBITHOTO AUBHOTO XaOTUYHOTO aTTPAKTOPy OOUMCIICH]I YacoBa 3aTPHM-
Ka Ta PO3MIpHICTh BKIaieHHs. [lepiia Bu3Ha4aeThest MeTogaMu (DyHKIIIT aBTOKOPEIIALIT Ta CePEaHBOT
B3a€MHOI iH(pOpMaIlii, a OCTAaHHS OOYHCITIOETHCS HA OCHOBI METOMY KOPEJSIIHHOTO 1HTEeTpaly Ta
JITOPUTMY MTOMHUJIKOBUX HAWOMIKIUX cyciniB. HaBeneHi pe3yasrar 00YHCIIEHHS TOMOJIOTIYHUX Ta
JTUHAMIYHUX 1HBapPIaHTIB IS CIIOCTEPEKYBAHOTO YACOBOTO PSTy KOHIICHTPAIIN pajoHy.

Kunio4oBi ciioBa: neTekTyBaHHS paioaKTHBHUX PEUOBHH, YaCOBA AMHAMIKa aTMOC(EPHOTO pajio-
HY, TEOpii Xaocy i TMHAMIYHUX CHCTEM

JTETEKTUPOBAHUE U MOAEJUPOBAHUE XAOTUYECKHUX ®JTYKTYALIUH
KOHIIEHTPAIIMM PAJTMOAKTABHOTI' O PAJIOHA B ATMOC®EPHOM CPEJIE

0. IO. Xeyenuyc, A. B. Inywkos, C. H. Cmenanenxo, A. A. Ceunapenxo, FO. A. Byuskosa,
B. B. Byaoorcu

AHHOTauMsA. MBI BIIEpBBIE NIPEICTABISIEM PE3YJbTAaThl AHAIN3a U MOJAEIMPOBAHUS BPEMEHHON
JMHAMUKY KOHIICHTPAIMK pajoHa *’R B armocdepe, UCmonb3ys JaHHbie YecTep MOBEPXHOCTHBIX
HaOmonennii  Environmental Measurements Laboratory (USA Dept. of Energy). BrisiBieHs!
JIEMEHTBI XaOTUYECKOM JUHAMMKN HA OCHOBE IPUMEHEHUS HEJIMHEHHBIX METOJ0B TEOPUH Xaoca U
JUHAMUYECKUX CUCTEM. [[J1s1 pEKOHCTPYKIIMKA COOTBETCTBYIOILETO CTPAHHOIO Xa0THYECKOIO aTTPaK-
TOpa BBIYUCIICHBI BpEMEHHAs 33JI€PKKa U pa3MEpHOCTh BiIokeHus. [lepBas onpenersercs meronaMu
(YHKIMY aBTOKOPPEJISIIUY U CPEAHEH B3anMHOM HH(OpMALIUK, a TOCIEAHSS BBIYUCIISIETCS Ha OCHO-
BE METO/Ia KOPPEJSIIIMOHHOTO MHTETpajia U alropuTMa JOXKHBIX Onmkaiiux coceneid. [IpuBeneHsl
pEe3yBTaThl BEIYUCICHUS TOMOJIOTUIECKUX U TMHAMUUECKUX HMHBAPUAHTOB ISl HAOIIOIaeMOro Bpe-
MEHHOTI0 psiia KOHIEeHTpauui Rn.

KinroueBble c10Ba: 1ETEKTHPOBAHME PAJAMOAKTUBHBIX BEIIECTB, BPEMEHHAs JIMHAMHUKA aTMOC-
(depHOrO pagoHa, TEOPHH Xa0Ca U IUHAMUYECKUX CHCTEM
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1. Introduction

Sensing radioactive substances in different
environments, study of their temporal and spatial
dynamics and construction of the effective sensor
devices is of a great importance and interest in a
modern applied physics, sensor electronics etc.
In the last years in many branches of science
and technique principally new approaches to
analysis and modelling dynamical system
master parameters time series have become very
popular. These new approaches are provided
by using methods of an advanced non-linear
analysis, a chaos, dynamical systems theories
(c.f. [1-20] and Refs. therein). The matter is in
the fact that many processes in the Earth and
environmental sciences (physics and geophysics)
are nonlinear and stochastic on their nature
and their studying requires using exclusively
powerful mathematical methods of nonlinear
analysis and a chaos and dynamical system
theories. In some our previous papers [19-24]
we have given a review of new methods and
algorithms to analysis of different systems
of quantum physics, sensor electronics and
photonics and used the nonlinear method
of chaos theory and the recurrence spectra
formalism to study stochastic futures and chaotic
elements in dynamics of physical (namely,
atomic, molecular, nuclear systems in an free
state and an external electromagnetic field)
systems. Moreover the nontrivial manifestations
of a chaos phenomenon in some very important
and interesting systems have been discovered by
many authors.

The authors [3,8] have presented am effective
universal complex chaos-dynamical approach
to the atmospheric radon ?*’Rn concentration
fluctuations analysis, modelling and prediction
from beta particles activity data of radon
monitors. The topological and dynamical
invariants for the time series of the atmospheric
222Rn concentration in the region of the Southern
Finland have been calculated using the radon
concentrations measurements at SMEAR I
station of the Finnish Meteorological Institute.

In this paper for the first time we present the
results of computational analysis and modelling

the atmospheric radon ?*Rn concentration
temporal dynamics using the data of surface
observations of the Environm. Measurement.
Lab. (USA Dept. of Energy) from some sites
in the United States (Chester etc). A chaotic
behaviour has been discovered and in details
investigated by using nonlinear methods of
the chaos and dynamical systems theories [13-
18]. To reconstruct the corresponding strange
chaotic attractor, the time delay and embedding
dimension are computed. The former is
determined by the methods of autocorrelation
function and average mutual information, and
the latter is calculated by means of correlation
dimension method and algorithm of false nearest
neighbours. The topological and dynamical
invariants for the observed time series of the Rn
concentrations at the Chester site are computed.

2. Chaos-geometric approach to analysis and
modelling radon concentration time series
and input data

The time series of the atmospheric Rn
concentrations extending for a least one year
are available from five sites in the Unites States
(Environm. Measurement. Lab., USA Dept. of
Energy). The record of the radon concentrations
at Chester is by far the most extensive.
Measurements had been made round-the-clock
10 m above ground in a open field and data from
July 1977 to November 1983 are available as
continuous time series of 0.5-3 hour average
concentrations (Harlee, 1978,1979; Fisenne,
1980-1985) (c.g., [2,3]. The detailed analysis of
the main features for the radon data have been
reviewed by Gesell and Fisenne (see [2]). The
typical time series of the *’Rn concentrations at
Chester site (data of observations are taken from
Harley,; look details in Refs. [2,3]) is presented
in in Fig. 1
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Figure 1. The typical time series of the 2Rn concentrations at Chester site
(data of observations) [2]).

Let us further consider the main blocks of
our chaos-geometric approach, which has
been presented earlier and is needed only to be
reformulated regarding the problem studied in
this paper. So, below we are limited only by the
key moments following to Refs. [13-18].

Let us formally consider scalar
measurements of the radon concentration as
s(n) = s(t, + nAt) = s(n), where ¢, is the start
time, At is the time step, and is #» the number of
the measurements.

Further it is necessary to reconstruct phase
space using as well as possible information
contained in the s(n). Such a reconstruction leads
to a definite set of d-dimensional vectors y(n)
insist of initial scalar data. Further the dynamical
system methods should be used. In order to
reconstruct the phase space of an observed
dynamical system one should apply the method
of using time-delay coordinates (c.g., [13-16]).

The direct use of the lagged variables s(n + 1),
where T is some integer to be determined, results
in a coordinate system in which the structure
of orbits in phase space can be captured. Then
using a collection of time lags to create a vector
in d dimensions,

y(n) = [s(n), s(n + 1), s(n + 21), ...,
s(n + (d=Dv)],

the necessary required coordinates are
determined. As usually, the dimension d is the
embedding dimension, d,. To determine the
value of t one should use a few methods. The
first method is provided by computing the linear
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autocorrelation function C, and looking for that
time lag where C,(0) first passes through zero.
The second method is provided by computing
the average mutual information (look details of
our version in Ref. [15]). One could remind that
the autocorrelation function and average mutual
information can be considered as analogues of
the linear redundancy and general redundancy,
respectively, which was applied in the test for
nonlinearity. The general redundancies detect
all dependences in the time series, while the
linear redundancies are sensitive only to linear
structures. Further, a possible nonlinear nature
of process resulting in the vibrations amplitude
level variations can be concluded.

The fundamental goal of the d, calculation
is in the further reconstruction of the Euclidean
space R? large enough so that the set of points
d, can be unfolded without ambiguity. The
embedding dimension, d,, must be greater,
or at least equal, than a dimension of the
corresponding chaotic attractor, d ,i.e.d,>d,.

The correlation integral analysis is one of
the widely used techniques to investigate the
signatures of chaos in a time series. This method
is based on using the correlation integral, C(r)
(c.g., [13-15]). Within this method in a case
of the chaotic system the correlation exponent
attains saturation with an increase in the
embedding dimension. The saturation value
is defined as the correlation dimension (d,) of
the attractor. The calculation of the correlation
dimension can be made more exact using the
method algorithm of the false nearest neighbor
points.
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I. Analytics and radioactivity dynamics

U

II. Preliminary studying and conclusion regarding a chaos availibility
‘ 1. The Gottwald-Melbourne test: K — 1 — chaos ‘

U

| 2. Energy spectrum, statistics, power spectra, ,..., ‘

U

II1. The phase space geometry. The fractal geometry

3. A method of advanced autocorrelation function or

average initial information algorithms

U

4. Determining embedding dimension dr by the method

of the correlation dimension or algorithm of the false

nearest neighbor points

U

I'V. Forecasting process in the environmental radioactivity dynamics

6. Computation of the global Lyapunov dimension Ag;
determination of the Kaplan-York dimension
d; (advanced algorithms)

U

7. Determining the number of nearest

neighboring points NN for the best results,...

U

8. New methods and algorithms of nonlinear prediction

(methods of predicted trajectories, stochastic propagators,

wavelet-expansions ...

Figure 2. General scheme of the non-linear analysis, modelling and sensing algorithms to compute parameters

of the radioactivity dynamics time series

The important step of the time series
analysis is connected with computation of the
Lyapunov’s exponents. According to definition,
the Lyapunov’s exponents spectrum can be
considered a measure of the effect of perturbing
the initial conditions of a dynamical system. One
should remember that in principle, the orbits of
chaotic attractors are unpredictable, but there is
the limited predictability of chaotic dynamical
system, which is estimated by computing y

the global and local Lyapunov’s exponents. A
negative values indicate local average rate of
contraction while the positive values indicates a
local average rate of expansion. Availability of
numerical values of the Lyapunov’s exponents
allows easily to determine other invariants of the
system such as the Kolmogorov entropy.

The inverse of the Kolmogorov entropy is equal
to an average predictability. Estimate of the
attractor’s dimension is given by the Kaplan-
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that Zi >0 and Zi <0, and the LE X are taken in
descendlng order. There are a few computational
method to determine the Lyapunov’s exponents.
One of the wide spread methods is based on
the Jacobi matrix of system. We have applied
a method with linear fitted map (version [15]) ,
although the maps with higher order polynomials
can be used too. Summing up above said and
results of Refs. [13-22], a general scheme of an
analysis, processing and forecasting any time
series is presented in Figure 2.
The “prediction” block (Figure 2) includes the
methods and algorithms of nonlinear prediction
such as methods of predicted trajectories,

Yorke conjecture: where j is such

stochastic ~ propagators, neural networks
modelling, renorm-analysis with blocks of
the polynomial approximations, wavelet-

expansions. All calculations are performed with
using “Geomath” and “Quantum Chaos” PC
[15-22,27-30].

3. The results and conclusions

Table 1 summarizes the results for the time
lag, which is computed for first ~10° values of
time series. The autocorrelation function crosses
0 only for the ?*’Rn time series, whereas this
statistic for other time series remains positive.
The values, where the autocorrelation function
first crosses 0.1, can be chosen as t, but earlier
it had been showed that an attractor cannot be
adequately reconstructed for very large values
of t. So, before making up final decision we
calculate the dimension of attractor for all values
in Table 1. If time lags determined by average
mutual information are used, then algorithm of
false nearest neighbours provides d, = 7..
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Table 1.
Time lags (hours) subject to different values
of C, and first minima of average mutual

information (I . ) for the *’Rn time series

C,=0 -
C,=0.1 258
C, =05 51

16

minl

Table 2 shows the results of computing a set
of the dynamical and topological invariants,
namely: correlation dimension (d,), embedding
dimension (d,), two Lyapunov exponents A ,A)),
Kaplan-York dimension (d,) and average limit of
predictability (Pr__, hours) for the studied **Rn
time series.

Table 2.
The correlation dimension (d,), embedding
dimension (d,), first two Lyapunov’s
exponents, (1 ,1,), Kaplan-Yorke dimension
(d,), and the Kolmogorov entropy, average
limit of predictability (Pr__, hours) for the
1978 22Rn time series at the Chester site

d> dg A A
6,03 7 0,0194 0,0086

Kent dy Pr max
0,028 5,88 35

Analysis of the data shows that the Kaplan-
Yorke dimensions (which are also the attractor
dimensions) are smaller than the dimensions
obtained by the algorithm of false nearest
neighbours. It is very important to pay the
attention on the presence of the two (from six)
positive (chaos exists!) Lyapunov’s exponents
A.. One could conclude that the system broadens
in the line of two axes and converges along
four axes that in the six-dimensional space.
Other values of the Lyapunov’s exponents A are
negative.

To conclude, for the first time we have pre-
sented the results of analysis and modelling the
atmospheric radon ??Rn concentration time se-
ries using the data of surface observations of the
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Environmental Measurements Laboratory (USA
Dept. of Energy) from some sites in the United
States (Chester site).

We have applied such chaos and dynamical
systems theories methods as autocorrelation
function method and the mutual information
approach, a correlation integral analysis and
the false nearest neighbours algorithm, the Lya-
punov exponent’s analysis and surrogate data
method etc. To reconstruct the corresponding
strange chaotic attractor, the time delay and em-
bedding dimension are computed. The former is
determined by the methods of autocorrelation
function and average mutual information, and
the latter is calculated by means of correlation
dimension method and algorithm of false near-
est neighbours. Further, the Lyapunov’s expo-
nents spectrum, Kaplan-Yorke dimension and
Kolmogorov entropy are computed. A chaotic
behaviour in the atmospheric radon concentra-
tion (Chester , New Jersy) time series is firstly
discovered and investigated. The Lyapunov ex-
ponent’s analysis has supported this conclusion.
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Summary

Sensing radioactive substances in different environments, study of their temporal and spatial
dynamics and construction of the effective sensor devices is of a great importance and interest in a
modern applied physics, sensor electronics etc. In the last years in many branches of science and
technique principally new approaches to analysis and modelling dynamical system master param-
eters time series have become very popular. The effectiveness of new approaches is provided by
using methods of an advanced non-linear analysis, a chaos, dynamical systems theories For the first
time we present the results of computational analysis and modelling the atmospheric radon 2*’Rn
concentration temporal dynamics using the data of surface observations of the Environmental
Measurements Laboratory (USA Dept. of Energy) from the site in the United States (the Chester
etc). A chaotic behaviour has been discovered and in details investigated by using nonlinear meth-
ods of the chaos and dynamical systems theories. To reconstruct the corresponding strange chaotic
attractor, the time delay and embedding dimension are computed. The former is determined by the
methods of autocorrelation function and average mutual information, and the latter is calculated by
means of correlation dimension method and algorithm of false nearest neighbours. The topological
and dynamical invariants for the observed time series of the Rn concentrations at the Chester site
are computed.

Keywords: sensing radioactive substance, atmospheric radon temporal dynamics, chaos and
dynamical systems theories
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JETEKTYBAHHS I AHAJII3 XAOTUUYHUX ®JIYKTYAIIM KOHIIEHTPAIIILI
PAJIOAKTUBHOI'O PAJOHY B ATMOC®EPHOMY CEPE/IOBHIII

0. IO. Xeyeniyc, O. B. I'ywkos, C. M. Cmenanenxo, A. A. Ceéunapenxo, FO. A. bynskosa,
B. B. Bysooicu
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Pegepar

JleTekTyBaHHs pa/lloaKTUBHUX PEUOBHH Y PI3HUX CEpPeIOBHIIAX, BUBUCHHS X 4aCOBOI Ta Mpo-
CTOPOBOI AMHAMIKHU Ta M0oOy10Ba €(hEKTUBHUX CEHCOPIB HAJICKUTH JI0 KJIACy JYKe aKTyalbHHUX 3a-
Jla4y Cy4acHOi MPUKIAAHOT (i3UKH, CEHCOPHOI e1eKTPOHIKM To[o. OCTaHHIMHU pOKaMu B Oararbox
rayry3sx HayKl Ta TEXHIKA aKTUBHO PO3BUBAIOTH HOBI MIJIXOAM JO JETEKTYBAHHS PaliOaKTUBHUX
PEUYOBHH, aHATI3Yy Ta MOJEIIIOBAHHS YAaCOBUX PsIiB iX KOHLEHTpalii. E(eKkTHBHICTh HOBUX ITiJX0-
IiB 3a0€31e4eH0 BUKOPUCTAHHSIM METOIB BJJOCKOHAJICHOTO HENNIHIHHOTO aHaji3y, Teopiil xaocy Ta
JUHAMIYHUX CHCTEM. Y JaHii poOOTi BIEpIlle MPEICTABIEHO PE3YAbTAaTH aHAII3y Ta MOJCTIOBAHHS
4acoBO1 TMHAMIKM KOHLIEHTpAIil pagioakKTUBHOTO paJioHy B arMoc(depi, BAKOPUCTOBYIOUH JaHi
MOBEPXHEBUX criocTepexkenb B Environmental Measurements Laboratory (USA Dept. of Energy).
BusiBiieHO eeMeHTH XaO0TUYHOI JMHAMIKK Ha OCHOBI 3aCTOCYBAaHHS HEJIHIHHUX METOIIB TeOpiit
Xa0Cy Ta IMHAMIYHUX cUCTeM. JJ1s1 peKOHCTPYKIIii BiIIOBIHOTO AMBHOTO XaOTHYHOTO aTTPAKTOPY
OOUYHMCITIOIOTh YaCOBY 3aTPUMKY Ta PO3MIpHICTh BKIaZieHHs. [lepiry BU3Ha4a0Th MeToAaMu (yHK-
11 aBTOKOpeJIALi Ta cepeHbOI B3a€MHOI iH(pOpMAIlii, a OCTAHHIO 0OYHCITIOIOTh HA OCHOBI METOY
KOPEJSIIIHOTO 1HTerpaxy Ta aJropuTMy MOMMIJIKOBHX HaOmmxuux cycimis. [lonano pesynbratu
OOYHUCIIEHHS TOTIOJIOTIYHHUX Ta AWHAMIYHUX 1HBApIaHTIB VI CIIOCTEPEKYBAHOTO YACOBOTO PsITy
KOHIIEHTparliif Rn.

KurouoBi ciioBa: neTexkTyBaHHS pajioaKTUBHUX PEYOBMH, 4acOBA JHWHAMiKa aTMOC(HEPHOTro
pazioHy, Teopii Xxaocy i JUHAMIYHUX CUCTEM
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